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Question One: Which of the following statements are True and which are False? (10 Pts)
1. For an association rule, if we move one item from the right-hand-side to the left-hand-side of the rule, then the confidence will never go down



2. Support of A=>B is the percentage of transactions in Data base that contain AU B.  

3. Association rule mining searches for interesting relationships among items in a given data set    

4. Over fitting results in decision trees that are more complex than necessary
5. An itemset is closed if none of its immediate supersets is frequent
6. All closed itemsets are maximal frequent.

7. If all the subsets of an itemset are frequent, then the itemset itself must also be frequent.

8. Association rules are interesting if they satisfy both a minimum support threshold and a minimum confidence threshold.
9. An itemset is maximal frequent if none of its immediate supersets has the same support as its
10. High entropy means that the partitions in classification are “pure”.
Question Two: Suppose we train a model to predict whether an email is Spam or Not Spam. After training the model, we apply it to a test set of 500 new email messages (also labeled) and the model produces the contingency matrix below.  (6 Pts)
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1- Compute the accuracy of this model

2- Compute the precision of this model with respect to the Spam class

3- Compute the recall of this model with respect to the Spam class

Question Three: The following table summarizes a data set with three attributes A, B, C and two class labels +,−. Build a two-level decision tree. According to the classification error rate, which attribute would be chosen as the first splitting attribute? For each attribute, show the contingency table and the gains in classification error rate. (20 Pts)
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Question Four: Given are the following five transactions on items {A, B, C, D, E}. Use the Apriori algorithm to compute all frequent itemsets, and their support, (use minimum support of 2). It is important that you clearly indicate the steps of the algorithm. (10 Pts)
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