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Please answer all of the following questions:

Question One: Which of the following statements are True and which are False?

1. For an association rule, if we move one item from the right-hand-side to the left-hand-side of the rule, then the confidence will never go down



2. Classification is used in biology to develop new plants and animal taxonomies 

3. Support of A=>B is the percentage of transactions in Data base that contain AU B.  

4. Association rule mining searches for interesting relationships among items in a given data set    

5. Impurity measure used to determine the best split in classification tree

6. Over fitting results in decision trees that are more complex than necessary

Question Two: Discussion

A. Recently  there  has  been  a  big  controversy over  the  government’s  suggestions regarding  whether  women  should  get  mammograms  for  early  detection  of  breast  cancer. Here are the facts from    the US Preventative Services Task Force. Consider  a  population  of  women ages  40-​49  getting  screened  for  breast  cancer.  The  proportion  of  women  in  this  group  who have  breast  cancer  is 0.015. Experts  estimate  that  there  are 98 false  positives  per  1,000  screened  women  in  this  population.  (i.e.  false  positive  =  a woman  without  cancer  who  tests  positive) There is  also  one  false negative per  1,000  screened  for  women their  40s  (false  negative  =  there  is  cancer  and the  test  fails  to  detect )

1. Show  the  2x2  the contingency matrix  reflecting the  performance  of  the screening for  this  population 
2. What is the accuracy
3. Compute the precision of this model with respect to the true cancer class
4. Compute the recall of this model with respect to the true cancer class
B. What are the methods that are used to partition a data set into training set and test set?

Question Three: A car salesman is trying to optimize the effort he puts in with prospective customers. To help with this he has decided to construct a decision tree based on data he has collected about when enquiries have resulted in a car purchase.
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Using this table and the Gini index:

A. Identify the best attribute for the root node

B. Construct a suitable Decision Tree

C. Classify a new item with Car Type = Estate, Paint work = Matt and Fuel = Petrol
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